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The National Campaign for Police Free Schools is co-
convened by the Advancement Project and the Alliance for 
Educational Justice, and includes dozens of organizations from 
across the country. It is a formation of youth-led grassroots 
organizations fighting to end the criminalization of youth in the 
classroom, create liberatory educational spaces, and implement 
an affirmative vision of safety and transformative justice. As 
modern-day abolitionists, we believe in and organize for a world 
without prisons or police. 

Advancement Project is a national racial justice organization 
committed to supporting communities fighting for Police Free 
Schools and working to ensure that our nation’s children are 
cared for and provided the robust, liberatory education that 
they deserve. For 25 years, AP has documented and pioneered 
efforts to end the school-to-prison pipeline and fought for true 
education justice in our public schools. 

The Alliance for Educational Justice is a national alliance 
of over 30 youth-led and intergenerational grassroots 
organizations fighting to dismantle the school-to-prison 
pipeline.

This zine workbook is a guide to help understand how 
surveillance is used to criminalize and police students at school, 
at home, and in their communities. As the National Campaign, 
we define school surveillance as the state, its agents, and the 
private sector’s monitoring and interpreting of information and 
data to control, punish, criminalize, police, and profit off of our 
students, families, and communities. 

Schools are increasingly using surveillance as a false solution 
for real issues that young people are facing – often with little 
evidence, oversight, or accountability. School surveillance is 
an over $3 billion industry,1 fueled in part by federal laws that 
provide grant money for schools to spend on keeping students 
“safe.”2 Students and communities are surveilled so frequently, 
they are often in ways that are hard to see. The goal of this 
zine is to shed light on how surveillance is happening, why it is 
harmful, and to let you know of your rights so you are better 
equipped to fight back against the growing school surveillance 
state. It will take all of us organizing for real safety and supports 
to win!

Zines have a long history as publications made for and by the 
people.3 We wanted to use art to illustrate the ways students 
are harmed by school surveillance – and counter the dominant 
narrative that we need surveillance to make schools safe.

IntroductionAbout Us

Why a zine?
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Meet Luci and Anthony. THEY ARE SIBLINGS who live IN AN APARTMENT WITH 

THEIR PARENTS and THEIR CUTE DOG ZIGGY. 

Anthony’s school bus stop 

is down the street from 

their home. 

MORE ABOUT SHOTSPOTTER...

Shotspotter, now called Sound Thinking, is a gunshot 
detection device that is placed in neighborhoods to 
supposedly identify the location of gunfire and alert local 
police.4 Communities throughout the U.S. protest the 
use of Shotspotter, arguing that it further criminalizes 
marginalized neighborhoods. In Chicago, where residents 
are organizing to end its use, “more than 90% of alerts lead 
police to find no evidence to corroborate gunfire.”5 In many 
communities, Shotspotter alerts are used as justification 
for increased aggressive, harmful policing6 – and there 
is at least one incident in which a Shotspotter alert led to 
the police killing of a young person.7 

A Day in the Life

LUCI GOES TO A TRADITIONAL 

PUBLIC HIGH SCHOOL ON THE 

OTHER SIDE OF TOWN, SO SHE 

TAKES THE PUBLIC BUS TO GET 

THERE. 

ANTHONY IS IN MIDDLE SCHOOL. HE USED 

TO BE ABLE TO WALK 5 MINUTES TO HIS 

NEIGHBORHOOD PUBLIC SCHOOL, BUT SINCE THE 

SCHOOL DISTRICT CLOSED IT, HE NOW TAKES 

THE BUS EVERY DAY TO A TRADITIONAL PUBLIC 

MIDDLE SCHOOL THAT IS A 45-MINUTE WALK 

AWAY. 

THEY ARE BOTH LOOKING FORWARD TO GETTING THROUGH SCHOOL TODAY BECAUSE 

TONIGHT THEY ARE GOING TO MEET UP WITH THEIR YOUTH ORGANIZING GROUP AND 

TALK ABOUT THEIR SCHOOL EXPERIENCES WITH OTHER YOUTH LEADERS.

Luci has to walk a few blocks to get to the 

bus stop to catch the bus that goes to her 

school. On her way there, a car driving past 

has a tire that blows out. 

Both of them pass by a Shotspotter machine on their walks to their buses. 

The one by Luci picked up the sound of the tire blowing out, and alerted the 

police who came to this street to check for “gunfire.” When the police saw 

three young people, they decided to stop and frisk them.
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While on their buses to school, Luci and Anthony are unaware 

that there are cameras watching them. 

MORE ABOUT CAMERAS...

Most public schools today have cameras. What they are 
used for, who has access to the footage, how long the 
footage is maintained, and what the school does with 
the video is usually not made clear to students or their 
families. One company that provides cameras for school 
buses claims they “help prevent bullying” and that the 
cameras are there “to address student discipline” issues.8,9 
They also have the potential to increase interactions 
with police and thus the potential for harm, especially if 
law enforcement has live access to the footage. There are 
several new surveillance technologies that work by using 
software with existing cameras, which means the new tech 
could easily be adopted by schools.

Fusion centers are surveillance institutions that were 
created after 9/11 in the name of “national security” to 
provide local, state, and federal law enforcement agencies 
easily accessible information. Fusion centers are able 
to collect a wide set of information, including data from 
surveillance cameras and things like utility bills, and then 
share those across agencies, including ICE.10 Fusion centers  
“heighten the risk of being incarcerated, detained, or 
deported,” and organizers have pushed to abolish them.11 

The camera on Anthony’s school bus is monitored by security 

guards at his school district. 

The cameras on Luci’s public bus are 

available to both the transit authorities 

and the local police department. 

Additionally, because their city also has 

a Fusion Center, other local and federal 

law enforcement agencies, including 

Immigration and Customs Enforcement, may 

be able to access that footage as well. 

on the way to school
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MORE ABOUT “WEAPONS DETECTORS” & CAMERAS...

Two of the biggest companies selling ‘weapons detection’ 
systems to school districts are Evolv and Opengate. Both require 
the installation of machines at entrances that people walk 
through and use Artificial Intelligence12 software to “detect” if 
the person is carrying a concealed weapon. A security guard or 
some other adult must be present to handle when the machine is 
triggered. Another company selling weapons detection systems 
is ZeroEyes, which works by using cameras with AI to supposedly 
‘detect’ concealed weapons. There is little evidence to prove 
that any of these companies’ claims are true,13 and we 
know that they don’t actually address the root causes of gun 
violence.14 Weapons detection companies capitalize on school 
districts’ need to address parents and families’ fear of school 
shootings – companies use that fear to make money off of 
communities who just want their children to be safe in schools. 
Because security and/or law enforcement is usually involved in 
running the weapons detection system, it increases the risk 
of students being searched and interacting with police, 
often without meaningful consent. One company, Evolv, is being 
investigated by the Federal Trade Commission over claims that 
Evolv “misrepresented its technology and its capabilities.”15

Some cameras may also incorporate facial recognition 
technology, which supposedly “works” by identifying faces in 
photos or videos and scanning them against a database of 
people. However, studies have shown that facial recognition is 
notoriously inaccurate, especially when identifying children, 
women, and people of color.16 Even if the technology did work 
as the companies claim, it is not only expensive but can lead to 
negative, harsh, and unnecessary outcomes for students 
and families. In one case, a student who had been expelled from 
his school couldn’t attend his sister’s graduation after he was 
recognized by facial recognition cameras and escorted out by the 
local Sheriff.17 

Luci’s high school installed these “weapons detection systems” at the 

beginning of the last school year. She doesn’t like them because it takes 

longer for her to get into the school building, and sometimes the machines 

make her late to class.  She regularly sees students getting searched because 

of “false flags,” and she has even been stopped a few times  – once because of 

her three-ring binder and another time because of a hair comb. 

Her school also has armed guards working the 

machine that make Luci feel uncomfortable when 

she passes by them, especially because they are often 

yelling at the students walking through the machine. 

Anthony’s school has 

cameras at all of the 
entrances. He has no idea if they 

work or not – he doesn’t remember the 

school explaining anything to him or 

his parents about the cameras. 

entering school
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In class, Luci will scroll through TikTok on her phone while 

she waits for the teacher to start. She sometimes texts her 

friends about what they will do during the lunch period. 

MORE ABOUT Student monitoring...

Student device and social media monitoring is very 
common in schools today, with one study finding 
that 89% of teachers surveyed used software to track 
students’ activity.18 Another federal investigation found 
that 43% of teachers surveyed reported that their 
schools use these tools to identify violations of discipline 
policies.19 Even though schools claim they monitor to 
protect students against bullying and harassment or 
to identify potential violence or self-harm, there is 
no evidence these programs work.20 Not only is there 
potential for false alarms and students being targeted 
for their online behavior, they also can prevent young 
people from fully being able to express themselves 
out of fear of potential repercussions. In addition, this 
kind of monitoring also has the potential of exposing 
personal information that students may not want to 
share with others – such as their mental health needs 
or whether they identify as LGBTQ.21 While many school 
districts provide or require a consent form before giving 
a school-issued device to students, there is still often a 
lack of awareness and transparency about what is 
being monitored and how that information will be used 
by schools.22 

She doesn’t know that 

because she is using the 

school’s wifi, school 

officials can see and 

monitor everything 

she is doing on the 

internet. She also 

doesn’t know that the 

school is monitoring 

her social media using 

Gaggle. 

Unfortunately, something Luci just texted her friend was picked up as an 

alert, and the principal calls Luci’s parents to talk about what she wrote 

and inform them that Luci is suspended the next day and should not come to 

school.

Anthony uses his Chromebook 

in some of his classes. He got 

the Chromebook from his school 

at the beginning of the school 

year. He doesn’t know (and his 

parents don’t know either) that 

the school can see everything he 

does on the computer, whether he 

is at school or at home.

in class
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Luci goes to use the bathroom during class. 

In order to get permission to go, she had to 

log on to the Securly app on her phone and 

request an electronic hall pass. Even though 

she needed to go urgently, she still had 

to wait until her teacher logged into the 

Securly app on her computer to approve Luci’s 

request to use the bathroom. She couldn’t 

really pay attention to anything the teacher 

was teaching because she was so anxious 

about needing to use the bathroom.  

MORE ABOUT E-HALL PASSES...

Some schools have adopted electronic hall passes – 
usually an app on a smartphone that a student must 
use in order to use the bathroom or do anything outside 
of the classroom.23 There has been much criticism of 
e-hall passes in student petitions and student reporters 
covering the issue in their school newspapers.24 At one 
high school in the Phoenix Union High School District 
in Phoenix, Arizona, students only get 3 hall passes 
a day, and if they are late for class, one is used up. 
There is also a time limit on how long they can go to 
the bathroom – some students have only 5 minutes. If 
they are not back before that time, the school sends a 
security guard to find the student in the bathroom.

MORE ABOUT VAPE DETECTORS...

Some schools have also installed vape detectors 
in their bathrooms – devices that supposedly can 
detect when someone has used a vaping device.25 Like 
other surveillance technologies, they can increase 
student’s contact with law enforcement, especially if 
a school resource officer is the person designated with 
monitoring the alerts. They also do not address the root 
cause of why students vape – which is why some school 
districts take a comprehensive anti-vaping approach 
that incorporates counseling and resources on vaping 
and addiction.26 

Luci can’t use the bathroom on the 

floor of her classroom because the 

app said it was full, so she goes to 

the bathroom on another floor. While 

washing her hands, she notices the 

weird device in the corner of the 

ceiling and hopes it is not a camera. 

around the hallways
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On his way to the 

bathroom, Anthony is 

stopped by the School 

Resource Officer (SRO),

who yells “What are you 

doing out here?” at him. 

MORE ABOUT SCHOOL POLICE & GANG DATABASES...

Many schools across the country have police officers that 
work in the school, often called School Resource Officers. They 
are usually police that have the same powers to arrest and 
detain as regular police in the street. In some places, officers 
are assigned to work as SROs as their disciplinary ‘desk 
duty.’ Many police departments use body-worn cameras, 
although whether the public can freely access the footage 
they capture varies.27 We know that police in schools harm 
Black students and other students of color, and that harm 
is extended when surveillance is also added into the mix.28 
To learn more about the history of school policing and the 
harms that students face when forced to interact with law 
enforcement, go to www.policefreeschools.org.

Some police departments keep “gang databases,” in which 
they collect information about people they suspect to be gang 
members, often for things as trivial as wearing a specific type 
of sneaker or shirt color. Communities have fought against 
the use of gang databases, arguing that they discriminate 
against people of color and can have devastating impacts 
on those identified in the database.29 Often, gang databases 
are shared across agencies, including federal law enforcement 
and immigration agencies, which would have the potential 
consequences of putting students on the school to prison 
to deportation pipeline. For example, Chicago Public Schools 
was one of the biggest users of the gang database in Chicago, 
having accessed it nearly 90,000 times according to a 2019 
audit.30 Chicago’s gang database included children as young 
as nine.31 In another case in Boston, a young student who was 
falsely entered into the gang database by the school’s SRO 
was picked up by ICE and scheduled for deportation.32 

Fearing for his safety because Anthony has witnessed this police officer 

harass other students that look like him, he shyly responds that he is on 

his way to the bathroom. The SRO’s body worn camera records the entire 

encounter. The SRO then looks at Anthony’s clothes and shoes and asks 

Anthony if he is in a gang. Anthony says no, but the SRO still decides to add 

Anthony to the gang database.

what are you 
doing out here?

are you 
in a gang?

bathroom!

NO!
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At least once a week, Luci talks to her school counselor. 

Since her school started using the e-hall pass, she now 

has to ask permission through the app. She doesn’t like 

that she has to tell her teacher she sees the counselor. 

Luci sometimes confides in the school counselor, but she 

does not know if what she tells the counselor will be kept 

confidential.  

threat assessment teams in schools

School counselors are sometimes part of the 
school’s “threat assessment” team with other school 
personnel who “identify, evaluate, and address 
threats or potential threats to school security.”33 
One study has found that going through the threat 
assessment process itself can be traumatic to 
a child.34 One company sells a “behavioral and 
digital threat assessment” tool to schools.35 By their 
very nature, threat assessments see students as 
potential threats and not young people in need 
of support. Through these threat assessments, a 
student seeking mental health support can become a 
target for criminalization while the students’ personal 
information is shared with law enforcement and 
school officials.

meeting with the counselor
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Luci and Anthony are both leaders in their local youth organizing group, 

Power to the Young People. They have been working on a campaign for Police 

Free Schools in their district and have been fighting to remove police 

officers from schools. 

Luci and Anthony’s youth organizing group 

invited a lawyer to come in and do a Know 

Your Rights workshop for them.  Even though 

there is a lot of known and unknown 

surveillance of students and families in 

schools, students still have rights that 

should protect them. 

They are both frustrated that they have to deal with all 

the different ways they have been surveilled throughout 

the day and decide that they need to do something about 

surveillance too. they decide to add demands about school 

surveillance to their Police Free Schools campaign to target 

all the ways that both of their schools are monitoring, 

policing, and criminalizing studenTS.

Unfortunately, because many of 

these technologies and surveillance 

measures are relatively new, laws 

have not caught up in ways that 

protect studentS’ rights against these 

technologies.

after school
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Luci and Anthony are finally back home 

and are working on their schoolwork 

that is due the next day. 
school surveillance comes home...

School surveillance is not just happening on the way to 
or at school. School surveillance can now happen 
anywhere – including in the comfort of your own home 
– especially when schools own the devices that they 
have given out to students. There have been instances 
of schools sending police officers to students’ homes 
to supposedly do “wellness checks” because of a 
monitoring alert.36 

Luci’s laptop and Anthony’s Chromebook 

were provided to them by their school – so 

even though they are in their own home, the 

school can still monitor everything they 

are doing on those devices. 

Even if Luci and Anthony’s parents 

consented to having the Chromebooks, 

they did not realize all of the 

consequences and surveillance that 

would come along with accepting the 

devices. 

at home
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Even though there is a lot of known and unknown surveillance 
of students and families in schools, students still have rights 
that should protect them.37,38 Unfortunately, because many of 
these technologies and surveillance measures are relatively new, 
current laws have not caught up with how to protect student’s 
rights against these technologies. Understanding student rights 
is but one tool to combat surveillance. Students, parents, and 
communities must also organize to end oppressive surveillance 
technologies in their schools.

Your Constitutional Rights
The First Amendment: Right to Free Speech

The Supreme Court has said that students have a right to free 
speech, but schools can restrict speech if they believe it would 
lead to a “substantial disruption” of school activities.39 Schools 
can censor student speech if the censorship is “reasonably 
related to legitimate pedagogical concerns” – essentially, there 
has to be a reasonable educational concern.40

When it comes to off-campus speech, like on social media, 
the Supreme Court has found that schools cannot discipline 
students unless the speech “materially disrupts classwork 
or involved substantial disorder or invasion of the rights of 
others.”41 The Supreme Court has listed a few examples of 

off-campus speech that they thought schools may be able to 
regulate – and that social media monitoring and student device 
monitoring companies all claim to address – such as serious or 
severe bullying or harassment targeting individuals and threats 
aimed at teachers or other students.42

Some good practices to help protect your right to free 
speech at school or while using school devices or Wi-Fi: 

The Fourth Amendment: Protection from Unreasonable 
Searches and Seizures by the Government

The Fourth Amendment of the U.S. Constitution prohibits 
unreasonable searches and seizures by the government – and 
this includes school officials, like your teachers and sometimes 
school police. For schools, the Supreme Court has explained 
that a search is allowed if it is reasonable and not too intrusive 
based on a student’s age, gender, and what they are accused of 
doing.43 

There are generally two types of searches that schools do of 
students – searches because the school says a student did 
something wrong, and random, suspicion-less searches on 
groups of students. If a school searches you because they said 
you did something wrong, the search must be reasonable.  

Know Your Reality, 
Know Your Rights 

•	 Lock your phone 
•	 Put your social media profiles on private
•	 Don’t use your personal social media 

accounts on school devices
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Reasonable means that the search was justified when the search 
began and the items or areas searched were reasonably related 
to the circumstances that justified the search in the first place.44 
If a school searches you and a group of students at random, 
the school must have an important reason – a “government 
interest” – that is seen as more important than your privacy.  
In one example, the court found that it was permissible for a 
school to do suspicion-less drug testing because drugs are a 
pressing concern for schools.45

“Digital” Searches: Cameras with AI, Weapons Detectors, 
Facial Recognition Technology, Student Monitoring

Courts have not addressed how students’ rights are impacted by 
digital searches. Some courts have concluded that classrooms 
are public places, and so there is no reasonable expectation of 
privacy.46 In one case from the Sixth Circuit (which covers the 
states of Kentucky, Michigan, Ohio, and Tennessee), the court 
accepted the school’s justification for having cameras in order 
to increase security, but ultimately decided that the search was 
unreasonable because the school had cameras in the locker 
rooms.47 

For student monitoring and similar online searches, another 
case from the Sixth Circuit found that just because someone 
used a cell phone on school grounds didn’t mean that the school 
automatically had a right to search anything on that phone 
that wasn’t related to why they were originally searching that 
student.48

Due Process: A Right to be Heard

Generally, students have a right to due process if they are 
deprived of their education.  While specific due process rights 
vary from state to state, generally, due process means students 
must (1) be informed that they violated a rule and are being 
punished and that (2) they have a right to be heard before they 
are suspended, expelled or otherwise removed from the learning 
environment.  Any school surveillance that harms students and 
leads to their being punished or criminalized may be a violation 
of their due process rights. Things like being added to the gang 
database or being put through a threat assessment process 
could all have due process right implications.
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Students with Disabilities Have 
Additional Rights in Schools

Students with disabilities have the right to not be discriminated 
against in their schools.49 Some students with disabilities are 
protected from being disciplined out of school for behavior that 
is related to their disability – in other words, a “manifestation 
of their disability.”50 Any surveillance technologies that take 
into account behavior to trigger an alert for monitoring or 
punishment, like a behavioral and digital threat assessment, 
could be in violation of these laws if they are discriminating 
against a student because of their disability. 

English Language Learning Students Have a Right 
to Participate in Educational Activities

Students who are English language learners also have the 
right to meaningfully participate in educational activities and 
programs. Title VI of the Civil Rights Act of 1964 and the Equal 
Educational Opportunities Act both dictate that schools must 
ensure that students who are learning English can meaningfully 
and equally participate in instructional programs. School 
surveillance technologies, especially student device and social 
media monitoring, pose a risk to these obligations because they 
may not be designed or programmed to function correctly with 
languages other than English. One study found that because 
many of these content analysis technologies are designed for 
English language text, they run the “risk of further marginalizing 
and disproportionately censoring groups that already face 
discrimination.” 51

A Right to Privacy of Student Records… Sometimes

There is a federal law called FERPA52 that protects the privacy of 
student education records that are maintained by educational 
agencies or institutions, or by parties acting on behalf of 
the institutions.53 This means that schools are generally not 
allowed to share student information with outside parties 
without parental or student consent. However, there are 
many exceptions to FERPA, including that schools can share 
your information with contractors, consultants, or “other 
third parties to whom the school has outsourced institutional 
services or functions.”54 Since the majority of school surveillance 
technologies are created and run by private companies, 
FERPA still applies, and while schools can share your personal 
information with them, they are still only supposed to use that 
information for the “purposes for which the disclosure was 
made.”55 Some school surveillance technology companies may 
be in violation of FERPA if they are using student’s information 
for marketing or advertising purposes for example.   
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What should students do 
if they believe their rights 
have been violated?

Talk to your parent, teacher, or other trusted adult 

Contact your local youth organizing group

If you are being criminalized, talk to a lawyer (if you 
cannot afford a lawyer and you have been charged 
with a crime, one should be provided for you). 

The best way to protect your rights is to organize for power 
in your schools and communities. Police free schools, where 
students are not surveilled but instead are supported – are 
possible. We need to dismantle the increasing encroachment of 
school policing infrastructure and surveillance if we are going to 
have liberatory education systems where all students feel safe to 
grow and thrive. 

For more information about Police Free Schools, 
check out www.policefreeschools.org
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MatchinG
Dismantling school policing infrastructure, culture, and practice; 
ending school militarization and surveillance; and building a new 
liberatory education system

The state, its agents, and the private sector’s monitoring 
and interpreting of information and data to control, punish, 
criminalize, police, and profit off of students, families, and 
community

Publications that are made by and for the people

A machine-based system that can, for a given set of human-
defined objectives, make predictions, recommendations, or 
decisions influencing real or virtual environments

The surveilling of student devices or social media by schools, 
supposedly to identify “sexual content and drug and alcohol use; 
prevent mass violence, self-harm and bullying; and flag students 
who may be struggling with academic or mental health issues

A collection of information about people that police claim may 
be in a gang

Technology that uses AI to supposedly detect if someone is 
carrying a weapon

Electronic system where a student asks for permission to leave 
the classroom or do anything outside of the classroom

Technology that claims it can identify faces in photos or videos 
and scans them against a database of people

Teams made up of school personnel who identify, evaluate, and 
address “threats” or “potential threats” to school security

Make your own zine!

Create your own zine out of a single piece of paper! 
Check out instructions here.

Police Free Schools

Zines	

Student Device Monitoring	

Facial Recognition Technology	

E-hall pass

Weapons Detectors	

Gang Database	

Artificial Intelligence

School Surveillance	

Threat Assessments	
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